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Introduction



Analysis and modeling of SPLs

Product-based strategies

▪ Exhaustive analysis

▪ Configuration sampling

Context

T. Thüm, S. Apel, C. Kästner, I. Schaefer, and G. Saake, ‘A Classification and Survey of Analysis Strategies for Software Product Lines’, ACM Comput. Surv., vol. 47, Jun. 2014

S. Oster, ‘Feature Model-based Software Product Line Testing’, PhD Thesis, Technische Universität, Darmstadt, 2012.

▪ Missing models

▪ Redundant analysis

▪ Scalability (e.g., exponential)



Analysis and modeling of SPLs

Family-based strategies

▪ Corner-stone of efficient model-based SPL 

analysis

▪ Family models (or 150% models)

▪ e.g., Featured Finite State Machine (FFSM)

Context

T. Thüm, S. Apel, C. Kästner, I. Schaefer, and G. Saake, ‘A Classification and Survey of Analysis Strategies for Software Product Lines’, ACM Comput. Surv., vol. 47, no. 1, p. 6:1–6:45, Jun. 2014
S. Oster, ‘Feature Model-based Software Product Line Testing’, PhD Thesis, Technische Universität, Darmstadt, 2012.
V. Hafemann Fragal, A. Simao, and M. R. Mousavi, ‘Validated Test Models for Software Product Lines: Featured Finite State Machines’, in `FACS 2016.

▪ Missing family models

▪ Model maintenance and evolution

▪ Commonalities/variabilities are unknown



Minimally Adequate 
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Equivalence Queries (EQ)

Membership Queries (MQ)

Yes || Counterexample

Query Output

Model Learning Algorithm

Formulate

D. Angluin, ‘Learning regular sets from queries and counterexamples’, Information and Computation, vol. 75, no. 2, pp. 87–106, 1987
F. Vaandrager, ‘Model Learning’, Commun. ACM, vol. 60, no. 2, pp. 86–95, Jan. 2017
C. D. N. Damasceno, M. R. Mousavi, and A. Simao, ‘Learning to reuse: Adaptive model learning for evolving systems’, in 15th Integrated Formal Methods, Bergen, Norway, 2019

Context



Research Problem

How can we leverage model learning concepts to the task of behavioral variability modeling?
Can we obtain models precise enough if we sample configurations?



FFSM Difference (FFSMDiff)

The FFSM Diff can learn FFSMs from a product models by employing state-based model comparison 

and express product-specific behaviors with feature constraints using feature model analysis

C. D. N. Damasceno, M. R. Mousavi, and A. Simao, ‘Learning from Difference: An Automated Approach for Learning Family Models from Software Product Lines’, in 23rd International Systems and Software 

Product Line Conference, 2019



State-based model comparison (LTS Diff 

algorithm)

N. Walkinshaw and K. Bogdanov, ‘Automated Comparison of State-Based Software Models in Terms of Their Language and Structure’, ACM TOSEM, vol. 22, 2013

Comparing the Structures of Two State Machines of a Text Editor
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State-based model comparison (LTS Diff 

algorithm)

N. Walkinshaw and K. Bogdanov, ‘Automated Comparison of State-Based Software Models in Terms of Their Language and Structure’, ACM TOSEM, vol. 22, 2013
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State-based model comparison (LTS Diff 

algorithm)

N. Walkinshaw and K. Bogdanov, ‘Automated Comparison of State-Based Software Models in Terms of Their Language and Structure’, ACM TOSEM, vol. 22, 2013
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State-based model comparison (LTS Diff 

algorithm)



The FFSMDiff algorithm



The FFSMDiff algorithm

V. Hafemann Fragal, A. Simao, and M. R. Mousavi, ‘Validated Test Models for Software Product Lines: Featured Finite State Machines’, in `FACS 2016.
D. Benavides, S. Segura, and A. Ruiz-Cortés, ‘Automated analysis of feature models 20 years later: A literature review’, Information Systems, vol. 35, no. 6, pp. 615–636, 2010



EMPIRICAL 
EVALUATION
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RQ1) Effectiveness on learning succinct family models, given the total size of 

the product pairs under learning

RQ2) Size of learned family models vs. configuration similarity 

RQ3) Effectiveness in learning succinct family models, given the total size of 

the hand-crafted family models

RQ4) Effectives on learning precise family models by sampling vs. exhaustive?

Research Questions
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Subject Systems

A. Classen, ‘Modelling with FTS: a Collection of Illustrative Examples’. 2010, [Online]. Available: https://researchportal.unamur.be/en/publications/modelling-with-fts-a-collection-of-illustrative-examples
H. Samih, H. L. Guen, R. Bogusch, M. Acher, and B. Baudry, ‘Deriving Usage Model Variants for Model-Based Testing: An Industrial Case Study’, in Proceedings of the ICECCS 2014
X. Devroey, G. Perrouin, A. Legay, P.-Y. Schobbens, and P. Heymans, ‘Search-based Similarity-driven Behavioural SPL Testing’, in Proceedings of the VaMoS 2016
V. Hafemann Fragal, A. Simao, and M. R. Mousavi, ‘Validated Test Models for Software Product Lines: Featured Finite State Machines’, in `FACS 2016.

https://researchportal.unamur.be/en/publications/modelling-with-fts-a-collection-of-illustrative-examples
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Experiment Design

M. Isberner, F. Howar, and B. Steffen, ‘The Open-Source LearnLib’, in CAV 2015
Apache, Commons Math: The Apache Commons Mathematics Library. 2016.
T. Thüm, et al., ‘FeatureIDE: An extensible framework for feature-oriented software development’, Science of Computer Programming, vol. 79, 2014
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Experiment Design (cont.)

M. Isberner, F. Howar, and B. Steffen, ‘The Open-Source LearnLib’, in CAV 2015
Apache, Commons Math: The Apache Commons Mathematics Library. 2016.
T. Thüm, et al., ‘FeatureIDE: An extensible framework for feature-oriented software development’, Science of Computer Programming, vol. 79, 2014



ANALYSIS OF RESULTS



Mann-Whitney-Wilcoxon statistical test
Vargha-Delaney’s Â effect size
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Analysis of Results (RQ1 and RQ3 – Size of Product 

Pairs/Handcrafted)
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Analysis of Results (RQ2 – Configuration similarity)

Pearson correlation coefficient
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Analysis of Results (RQ4 – Learning by Sampling)
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Vargha-Delaney’s Â effect size
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V. H. Fragal, ‘Automatic generation of configurable test-suites for software product lines’, PhD Thesis, Universidade de São Paulo, 2017.

Analysis of Results (RQ4 – Learning by Sampling)
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Analysis of Results (Software artifacts)

https://github.com/damascenodiego/learningFFSM

https://github.com/damascenodiego/learningFFSM


FINAL REMARKS
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1. Learn fresh FFSMs from products pairs

– Especially if there is high feature reuse (i.e., configuration similarity)

2. Incorporate new product behaviour into an existing FFSM

– Family model recovery (e.g., reverse engineering, re-engineering)

3. Sampling lead to models as precise as those from exhaustive 

learning

– Higher “T” values lead to higher coverage

– Sampling can be helpful to family model learning

Summary



Learning to 
Reuse

Learning from 
Differences

Learning by 
Sampling

Part of the contribution of my PhD 
Thesis

C. D. N. Damasceno, M. R. Mousavi, and A. Simao, ‘Learning to reuse: Adaptive model learning for evolving systems’, in 15th Integrated Formal Methods, Bergen, Norway, 2019
C. D. N. Damasceno, M. R. Mousavi, and A. Simao, ‘Learning from Difference: An Automated Approach for Learning Family Models from Software Product Lines’, in 23rd International Systems and Software Product Line 
Conference, 2019
C. D. N. Damasceno, M. R. Mousavi, and A. Simao, ‘Learning by sampling: Evaluating t-wise sampling for learning family models’. Empirical Software Engineering, 2020. 



Learning to 
Reuse

Learning from 
Differences

Learning by 
Sampling
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Future Work

C. D. N. Damasceno, ‘Learning From Families: Inferring Behavioral Variability From Software Product Lines’, presented at the PhD Symposium at Integrated Formal Methods, Bergen, Norway, 2019.
M. Al-Hajjaji, S. Krieter, T. Thüm, M. Lochau, and G. Saake, ‘IncLing: Efficient Product-Line Testing Using Incremental Pairwise Sampling’, in Proceedings of the GPCE 2016
G. Shu and D. Lee, ‘Network Protocol System Fingerprinting - A Formal Approach’, in Proceedings of the IEEE INFOCOM 2006

Active family model
learning

Incremental 
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