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Figure: How can we efficiently build behavioral models from evolving systems?
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Figure: Introduce an adaptive algorithm that is more efficient than the state-of-the-art
for learning behavioral models from evolving systems by reuse
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Model Learning
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Model Learning
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Figure: Active Model Learning (Angluin, 1987)
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Figure: Active Model Learning (Angluin, 1987)
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Model Learning (Example)

Figure: Windscreen wiper supporting intervaled and fast wiping
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Model Learning (Example)
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Model Learning (Example)

\IJ | = {rain, swltv} (P 0 ={0,1}

SUL

Figure: Windscreen wiper supporting intervaled and fast wiping

Damasceno C.D.N. et al. December 5th 2019 6/35



Model Learning (Learning Mealy Machines)
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Figure: Initial Hypothesis
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Table: Initial observation table (OT)
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Model Learning (Learning Mealy Machines)
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Figure: First Hypothesis
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Model Learning (Learning Mealy Machines)
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Model Learning (Learning Mealy Machines)
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Figure: Second Hypothesis
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Table: Second observation table (H # SUL)
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Model Learning (Learning Mealy Machines)
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What if our SUL evolves?
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Learning models from evolving systems

swltv /1

rain/0 swltv /1

rain/0 rain / 1

rain /0 swPrm /0

Figure: Windscreen wiper supporting intervaled and fast wiping + permanent movement
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Adaptive model learning for evolving systems

e Variant of model learning that attempts to speed up learning
o Reuse transfer and/or separating sequences from pre-existing models

» Reduce the time for model checking (Groce et al., 2002; Chaki et al., 2008)
» Find states maintained in newer versions (Windmiiller et al., 2013)
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partial-Dynamic Ly
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The partial-Dynamic L;; algorithm
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Figure: Schematic representation of the partial-Dynamic L;;

We have implemented our approach on top of the LearnLib framework (LearnLib, 2017)
Damasceno C.D.N. et al.
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Step 1: On-the-fly exploration of the reused OT
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Figure: The partial-Dynamic Ly algorithm starts by exploring reused 0Ts on-the-fly to
discard redundant transfer sequences 2

?lmprovement #1: We designed this step inspired by Chaki et al. (2008)
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Step 1: On-the-fly exploration of the reused OT

swltv /1
rain/0

rain/0 swltv /1

rain /1

Let the sets of reused prefixes and suffixes be
S, ={ e, swltv, switv - rain, swltv - rain - rain , switv - rain - rain - swiltv, rain }
E, = {rain, swiltv, swPrm, rain - rain}

Goal: Find a Sgp C S, with the same state coverage capability but less prefixes
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Step 1: On-the-fly exploration of the reused OT

Figure: On-the-fly exploration using depth-first search
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Step 1: On-the-fly exploration of the reused OT
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Figure: On-the-fly exploration using depth-first search
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Step 1: On-the-fly exploration of the reused OT

Figure: On-the-fly exploration using depth-first search
40 MQs vs. 76 MQs
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Step 2: Building an experiment cover tree
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Figure: The partial-Dynamic Ly algorithm searches for
deprecated separating sequences 3

3Improvement #2: We used breadth-first search to minimize the set of separating sequences
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Step 2: Building an experiment cover tree

rain/0

Let the sets of prefixes and suffixes be
Sr = { €, swltv, swltv - rain, swPrm }
E, = {rain, swltv, swPrm, rain - rain}
Goal: Find a smaller subset Eg C E, of representative separating sequences.
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Step 2: Building an experiment cover tree

@tv,swltv-rain, s@

Figure: Finding an optimal subset of representative separating sequences using
breadth-first search to group transfer sequences into equivalence classes
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Step 2: Building an experiment cover tree
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Figure: Finding an optimal subset of representative separating sequences using
breadth-first search to group transfer sequences into equivalence classes
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Step 2: Building an experiment cover tree
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Figure: Finding an optimal subset of representative separating sequences using
breadth-first search to group transfer sequences into equivalence classes
2 sequences vs. 4 sequences
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Step 3: Running Ly using the outcomes of partial-Dynamic L

( \ B
oT, S OTy
Out—>»| | EU
3) Algorithm L*M Sy |
ARG
lora=(sr.Er. T
8
. ]
manually or 2) Build H
automatically built Experiment Cover s
, <]
o
e A ™ TOT '= (SR, Er, TR) &
;oJcuciy ReGRETR |8
! 1) On-the-fly | s_|
R Exploration =
manually specified
or leamt
\
Reference | Software evolution ____ _ _ > SuL
(\Z%] A (Vupdt)

Figure: The Ly algorithm starts from reused transfer and separating sequences to reach and
distinguish more states than in the traditional setup (i.e., initial state only) *

*Improvement #3: We use the subsets of reused sequences as the initial setup for model learning
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Empirical evaluation
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Empirical evaluation

(RQ1) Is our technique more efficient than the state-of-the-art of adaptive learning?
(i.e., MQs and EQs)

(RQ2) Is the effectiveness of adaptive learning strongly affected by the temporal distance
between versions?
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Experiment design

@ We learnt models for all pairs of versions and precedents (given their release dates)
@ We calculated the temporal distance (in years) for all pairs of versions

@ We measured the numbers of MQs and EQs for all learning experiments

e Four adaptive learning algorithms (Huistra et al., 2018; Chaki et al., 2008)
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Analysis of Results (Average number of MQs)
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Analysis of Results (Average number of MQs)
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Figure: Our technique was not influenced by the temporal distance between versions
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Analysis of Results (Average number of EQs)
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Figure: Boxplots of the puEQs posed by adaptive learning
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Analysis of Results (RQs)

Research Question 1:
» Qur technique required less MQs than the other techniques
» Qur technique required a similar number of EQs compared to the other techniques
Research Question 2:
» The state-of-the-art of adaptive learning were more sensitive to software evolution
* strong positive correlation (MQs)
» Our technique was not influenced by the temporal distance between versions
* weak positive correlation (MQs)
» Temporal distance vs. EQs — very weak positive correlation
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Conclusions and Future Work
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Conclusions and Future Work

@ Software evolution undermines the state-of-the-art of adaptive learning
» redundant transfer sequences
> deprecated separating sequences
o We showed that the JLy algorithm is:
> less sensitive to software evolution
» more efficient than the state-of-the-art in terms of MQs
o Future work:
» Learning models of software product lines

* Learn by merging product models °
* Learn by querying — Reuse family models

» Adaptive learning for Discrimination tree-based algorithms
* TTT (Isberner et al., 2014)

5Preliminary findings published at the SPLC 2019 (Damasceno et al., 2019)
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Questions?

https://damascenodiego.github.io/DynamicLstarM/
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https://damascenodiego.github.io/DynamicLstarM/
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