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Abstract
Background: MBT relies on explicit models
as central artifacts. Family models allow for
specifying and testing properties of SPLs that
shall emerge from individual and combined
features. Model inference aims at extracting
test models of hardware/software systems.

Problem statement: Building and maintaing
models is onerous. There are no inference
techniques to extract family models.

Aims: Investigate model inference to extract
in an efficient and effective way family models
from SPLs.

Model-Based Testing (MBT)
"Software testing is model-based" [2]

Fig. 1: The generic process of MBT [12]

(1) Specify an explicit test model of the SUT
(2) Define test selection criteria
(3) Abstract test generation
(4) Test concretization
(5) Test execution
(6) Coverage analysis

Challenges:
- Missing/incomplete models impose hurdles
- Build and maintain models is onerous
- Dependent on engineers expertise

Model Inference
Active automata learning [1]

Fig. 2: Minimally Adequate Teacher (MAT) [1]

I Tests as queries
I Hypothesis construction (MQ)
I Hypothesis validation (EQ)
I Tool support: Learnlib [6], RAlib [10]
I Algorithms: L∗ [1], L∗

M [11]
I Filters [7] and evolving systems [3]
I Learning-Based Testing (LBT) [8]
I Assertion violations [4]

Software Product Line Engineering (SPLE)
I Development of multiple products from a common set of shared assets [9]
I Feature model: Exponential number of valid products
I Family model-based testing: Featured Finite State Machine - FFSM [5]

Fig. 3: Feature model

Fig. 4: FFSM model

Challenges:
Exhaustive analysis: Standard MBT is unsuitable and perform redundant computations
Feature interaction: Reused assets have to work as intended, regardless feature combinations

Research Proposal and Method
How model inference can be lifted to the family-based level and enable an efficient and

effective extraction of family models of SPLs?

Fig. 5: Evaluation of family model inference

Research questions (RQ):
RQ1: How can we effectively infer Mealy machines from SPLs?
RQ2: How can we merge Mealy machines to generate FFSMs?
RQ3: How can we efficiently infer FFSMs from products of SPLs?
RQ4: How can we take advantage of LBT for testing SPLs?
RQ5: Can we use family model inference to detect feature interaction problems?
RQ6: How can we perform family model inference in a setting of Extended FSMs (EFSM)?
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